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Executive Summary

Beginning reading involves making connections between letters (orthography), sounds (phonology), and meaning
(semantics)

Automatic, fluent recognition of words depends on

Developing these connections

Practice reading words

The development of the visual word form area in the brain

The meaning of a word is distributed across the brain

Although some words are taught directly, most are learned indirectly through encounters in texts

The words that we know are our background knowledge; thus, vocabulary has consequences for comprehension

Comprehension is an active, interactive, thoughtful set of processes that occur before, during, and after reading

Decoding: beyond sound and sight to meaning

Figure 1.  Beginning reading involves mappings among print (orthography),  sound (phonology),
and meaning (semantics).

The goal of beginning reading is to make meaning out of the marks on the page. In the first part of this brief (Building a brain
that can read, part 1: sound and sight), decoding was described as the effortful process of considering each letter in a printed
word, mapping it to a spoken speech sound, and then blending the sounds together in order to read the word. For example,



in beginning reading, the written word cat on the page is read as /kuh/ /ahh/ /tuh/ and then those sounds are blended
together into the spoken word cat. But there is another crucial piece: meaning[1]. As illustrated in Figure 1, beginning reading
involves mappings among letters (orthography), the sounds of language (phonology), and meaning (semantics).

If the end product of decoding (in our example, the spoken word cat) is not already in the readers’ spoken vocabulary, reading
fails. There is no meaning – no connection to the furry, purring, meowing animal. Decoding only serves its purpose if the
beginning reader knows the meaning of the word they have just decoded. And, in beginning reading, they would only know
the meaning if the word were already in their spoken vocabulary. This is one reason why having a substantial oral vocabulary
is crucial to beginning reading: Learning to read builds on the spoken language system in terms of vocabulary knowledge. In
turn, knowing the meaning of a word helps to learn its spelling-sound mapping[e.g., 2]. This is another example of one of the key
insights from the science of learning: that new learning builds on prior knowledge[e.g., 3,4,5].

From decoding to word-level fluency

The process of decoding may be “critical to the acquisition of word-specific orthographic representations”[6, p. 95]. That is,
decoding is a stepping-stone to being able to fluently read words as words, without having to effortfully sound them out[e.g., 7].
Having sounded out a word a number of times, readers are more likely to recognize, remember, and automatically read that
word on subsequent encounters; this is referred to as “self-teaching” in reading[6,8]. It involves the gradual development of
automaticity: fast, effortless word recognition[9]. Note that this means that we read the same word in different ways,
depending on how familiar we are with it. Consider how many words you can read accurately and automatically and how
many words you were explicitly taught to read. Clearly, there has been some sort of self-teaching involved: You can read
many more words than you were directly taught to read.

Overall, children rely less and less on decoding across the elementary school years, as automatic word processing develops
with more exposure to printed words[e.g., 9,10].[1] In some curricula, words that have been learned and are read automatically,
without the need for decoding, are known as “sight” or “by heart” words. It is important to note that just because such familiar
words no longer need to be sounded out does not mean that phonology (sound) is no longer involved in the processing of
these words. Rather, the neural representations of these words now include integrated orthographic, phonological, and
meaning information[e.g., 12,13].[2] The process of orthographic mapping“involves formation of letter-sound connections to bond
the spellings, pronunciations, and meanings of specific words in memory”[7, p. 5]. It is this integrated, multi-level memory of the
word that is automatically activated by the orthography of a familiar word – by just seeing it in print.[3]

[1] Like decoding, other ways of reading unknown words, including reading by analogy to known words or predicting words
from context, also shift attention to the word itself and away from the meaning of the text. “[B]eing able to read words
automatically from memory is the most efficient, unobtrusive way to read words in text. Hence, building a sight word
vocabulary is essential for achieving text-reading skill”[11].

[2] In some languages, irregular words may also be “sight” words. Irregular words are words that do not follow the standard
grapheme-phoneme correspondence rules, such that decoding fails; for example, the word yacht in English. But, even for
these words, when known, orthographic, phonological, and meaning information are integrated.

[3] Activated by those letters in that order, not the overall shape or outline of the word. There is no evidence that words are
processed by shape. Each letter of every word is visually processed in fluent readers, and beginning readers need to be
taught to look at each letter for orthographic-phonological processing.



Figure 2. (A) Brain regions involved in phonological (speech sound) processing (shaded pink), basic visual processing (shaded
gray), orthographic (letter spelling) processing (shaded purple), and semantic (meaning) processing (shaded green). All arrows
are bi-directional.  (B) Specific regions identified: ST (superior temporal),  SMG (supramarginal gyrus),  PC (precentral),  AI
(anterior insula);  IFG (inferior frontal gyrus),  AT (anterior temporal),  AF (anterior fusiform),  MT (middle temporal),  AG (angular
gyrus);  O (occipital),  VWFA (visual word form area).  Based on and modified from Figure 2.2 in ref 19,  available at
https://readinginthebrain.pagesperso-orange.fr/figures

In the brain, this automatic activation via orthography likely occurs through neural connections between the visual word form
area (see Building a brain that can read, part 1: sound and sight) and regions involved in sound and meaning processing for
spoken language (see Figure 2)[e.g., 14,15-19]. Once again, we must build a brain that can read, borrowing from and building on
systems that are specialized for other things, like spoken language processing. It is very likely that all of these connections are
bi-directional. That is, information travels both to and from the visual word form area when reading a word[e.g., 20].



Figure 3. A left hemisphere view of the left arcuate fasciculus,  a fiber bundle that connects
regions of the brain involved in reading. Wikimedia Commons, source: brain.labsolver.org, CC
BY-SA 4.0

Indeed, large bundles of fibers, called fasciculi, anatomically connect these regions.[4] Remarkably, learning to read leads to
changes in these fiber bundles. Specifically, learning to read typically strengthens the left arcuate fasciculus(see Figure 3)[18]. In
adults, the structure of this fiber bundle is associated with activation levels in both the visual word form area, to print, and the
superior temporal lobe, to speech[18]. This suggests that these two regions and the connections between them work together
as a system to process word information. In prereading and early reading kindergarten children, the size (volume) of the left
arcuate fasciculus is correlated with phonological awareness: the larger the bundle, the better the skill[21]. And as children learn
to read, fiber bundle maturation (including in the left arcuate fasciculus) and reading development are positively
associated[22]. Thus, learning to read changes not only phonological and visual processing, but also the connections between
them.

[4] These fibers are the axons of neurons, and serve both structural (making physical connections) and functional
(processing information) purposes in the brain.

With these sorts of connections that allow for integrated memories for words, one part of a memory can automatically
activate other parts of the memory. For example, young adults are slightly slower to say that the spoken words rye and tie
rhyme than that the spoken words pie and tie rhyme, suggesting that they are accessing spelling (orthographic) information
even though it is not relevant to the rhyme (phonological) task[23]. Similar effects have been seen in a brainwave recording
study of rhyming in which incongruence between spelling and sound affected children more than adults[24]. Another
brainwave recording study found that incongruence between spelling and sound affected processing even when neither was
actually present in the task because the items to be rhymed were (meaningful) pictures[25]. Thus, spelling, sound, and meaning
appear to be tightly integrated for well-known words.

What do we mean by meaning: semantics in the brain

Figure 4. In addition to orthographic (shaded purple) and phonological (shaded pink)
information, reading a word like telephone (yellow) can elicit semantic (meaning, shaded green)
information across multiple modalities.  Modified from ref 34, reprinted from Current
perspectives in dysphasia, S.K. Newman and R. Epstein (Eds.),  Distributed memory, modular
systems and dysphasia, D.A. Allport (author),  Elsevier (publisher),  Figure 2.4,  p. 53, © 1985.



Spoken and written words are processed for meaning in similar ways within one semantic system in the brain[e.g., 26,27]. How this
system works and is organized is complex and a matter of controversy[e.g., 28,29].

There is evidence that some components of the semantic system are distributed throughout the brain, in modality-specific
regions[e.g., 30,31-33]. This is illustrated conceptually in Figure 4. For example, when we hear or read the word telephone, motor
regions of the brain that are activated when we hold and dial our phones are reactivated, visual regions that are activated
when we look at our phones are reactivated, auditory regions that are activated when we hear our phone ringing are
reactivated, and so on[e.g., 33,34,35]. Further, evidence from neuroimaging studies shows that words like cinnamon or salt elicit
activation in neural regions that process taste and smell information[36,37]. Amazingly, this holds true even in idiomatic use of a
word: Reading about grasping the idea or kicking the habitactivates the hand and foot regions of the motor cortex,
respectively[38]. Findings like these contribute to the embodiedor grounded view of semantic memory[28].

There is also evidence that some semantic processing is more localized. While distributed, modality-specific brain regions
process semantic information as described above (for example, movement in the motor cortex, taste in the gustatory cortex,
color in the visual cortex), an additional transmodal (across multiple modalities) or amodal (not associated with any one
modality) brain region – a hub – may integrate that information[e.g., 39,40]. This is known as the hub-and-spoke model of semantic
memory because the modality-specific regions send and receive information to and from the hub through fiber bundles that
are like the spokes of a wheel[e.g., 39]. This is shown in Figure 5. In this model, the hub is in the anterior temporal lobe[39]. This
might remind you of the semantic network in Figure 2 above, but with more detail.

Figure 5. (A) The distributed model of semantic memory in which the semantic system is composed of a connected network
(black lines) of sensorimotor systems processing various attributes and features. (B) The hub-and-spoke model of semantic
memory in which an additional transmodal or amodal hub in the anterior temporal lobe (purple) integrates information from
the distributed sensorimotor systems. Reprinted from Learning and memory: a comprehensive reference, 2nd Ed.,  Volume 3,
chapter authors S.A. Nastase and J.V. Haxby, Structural basis of semantic memory, Figure 2,  p. 138, © 2017,  with permission
from Elsevier.  http://www.elsevier.com, http://dx.doi.org/10.1016/B978-0-12-809324-5.21073-0

The inclusion of a hub in the semantic system allows for generalization across concepts that are semantically similar but do
not have similar attributes or features[40]. That is, it allows us to make meaningful connections between words that do not
share modality-specific processing. For example, “[s]callops and prawns have different shapes, colours, shell structures, forms
of movement, tastes, names, verbal descriptions, and so on, but semantically speaking, to seafood-eating humans they…
have substantial conceptual overlap”[40, p. 977]. Integrative processing within the hub lets us recognize this overlap. In learning
the meanings of words, we want children to go beyond just semantic features and attributes to be able to make such
semantic generalizations.

What do we mean by meaning: vocabulary in education

By about fourth grade (ages 9 to 10 years old), most new words are learned from print rather than from speech[e.g., 41]. This does
not mean that you should stop talking to your child once they enter the fourth grade! It just means that it becomes less likely
that they will learn new vocabulary words from everyday spoken conversations with you. Because children learn most new



words from encounters in text[e.g., 42,43], they need to read widely, across different kinds of texts, to build and broaden their
vocabularies[e.g., 44,45].

Even then, there is only about a 10% chance that a reader will learn the meaning of a new word upon first encounter in a
text[42]. Repeated exposures to a word across different contexts make it more likely to be learned, and learned well.

Experiencing words in diverse and meaningful language environments 
is critical for the development of word reading skill… [because it allows
readers to] build knowledge of an individual word, not just of its spelling
and pronunciation, but knowledge of its meaning and how it connects
to other words. This rich knowledge base underpins reading fluency and
comprehension[46, p. 1].

Words that are known well and have many links within the semantic system are considered established[47]. Words that readers
feel they know something about, or have some sense of a connection to something known, are considered acquainted[47]. And
words that readers have no familiarity with are considered unknown[47]. Unknown words are words that are waiting to be
learned and find their place within the semantic network.

Figure 6. Three tiers of vocabulary. It  is recommended to focus on Tier 2 words when choosing
which words to teach directly.  Based on ref 47.

While most words are learned indirectly through encounters in texts, some words are taught directly and explicitly. It is
estimated that about 300-400 words per year (about 8-10 per week) can be taught explicitly[47]. With so few opportunities for
direct instruction, teachers need to carefully choose the words that they will teach directly. Words that are central to the texts
being used in the classroom, that will be useful for students to know, and that are key to a domain are strong choices[e.g., 48].
Generally, “Tier 2” words are good targets for explicit instruction[47] (see Figure 6). These are high-utility, academic words that
are used across content areas and will therefore offer many opportunities for practice and have many connections as they



become established in long-term semantic memory[47].

Whether learning indirectly or explicitly, repeated exposures to words in context must go beyond rote memorization of lists
and dictionary definitions[e.g., 49,50,51]. Using multiple methods results in better vocabulary learning than using a single
method[49,51]. For example, in the primary grades, whole-class repeated readings of books with teacher explanations of new
vocabulary items improves student vocabulary knowledge[52]. Also, tasks such as analyzing the structure of a word[e.g., 53,54],[5]
considering denotative and connotative meanings, and generating antonyms and synonyms help to both deeply learn and
remember a word[e.g., 47,48,55]. Graphic organizers like word maps or word webs[e.g., 56], Frayer diagrams[e.g., 57,58], or semantic fields[e.g.,

59] support this type of word work (see Figures 7 and 8). The goal of such work is to develop a high quality word
representation in long-term memory that integrates orthography, phonology, and many layers of meaning[e.g., 12,13] and is
situated within the semantic network with many connections to other words.

[5] Morphological analysis – recognizing the meaningful pieces of words like -chrono- (meaning time) or neuro- (meaning
brain) in English – is crucial to learning to read and vocabulary development, but is not discussed here due to space
limitations.

Figure 7.  Examples of (A) a word map and (B) a Frayer diagram. If  the target vocabulary item (****) in (A) were ice cream, it
would be a dessert or a food, one example might be vanilla,  and what it is like might be cold and sweet.



Figure 8. An example of a semantic field for the word commotion. Based on ref 59, p. 224,
shading added. Source: Figure 7.3 “Semantic field for the word commotion” from Speech to
Print,  Third Edition by L.C. Moats. Copyright © 2020 by Paul H. Brookes Publishing Co.,  Inc. All
rights reserved. With permission of the publisher.  Book available from
www.brookespublishing.com.

Vocabulary and conceptual knowledge are also organized in terms of schemas[e.g., 60,61]. For example, read the following
fragment that might begin a paragraph: When Mary arrived at the restaurant[e.g., 62]. When you read the word restaurant, you
automatically recall your knowledge about what happens in restaurants[63]. What other words come to mind as you read that
word? Likely words that fit into the “restaurant schema,” like table, menu, waiter, order, eat, meal, food, bill, or paid. These are
words closely connected to the word restaurant in your semantic long-term memory. If any of these words did appear in the
rest of the paragraph, it would be easier for you to read them and make meaning of the text. By activating your “restaurant
schema,” you have predicted what will come next in the text and primed yourself to expect those words (consciously or
unconsciously). This is yet another example of how important prior knowledge is in reading[e.g., 3,4,5]. For children who have not
had the opportunity to develop schemas (for example, due to lack of exposure to experiences or words), reading is more
difficult.

A reader’s knowledge of the world depends on lived
experience. This is different in different countries,
regions and cultures. Reading tasks and reading
instruction should be sensitive to the types of prior
knowledge that are needed for the reader to
understand the text[49, p. 13].



Figure 9. More time spent reading is related to more exposure to words and better reading skill.
Minutes per day spent reading books, magazines,  or newspapers outside of school,  as self-
reported by fifth-graders,  and percentile rank on standardized reading tests are shown.
Estimated words read per year through exposure to these texts is also reported. Based on ref
69, data in Table 3,  p. 292.

Of course, teachers can help to build schemas and background knowledge; for example, by providing sets of texts that are
conceptually coherent (for example, all on the same topic)[e.g., 64]. Reading instruction focused within a knowledge domain over
time can build vocabulary, fluency, and motivation to read[e.g., 65,66,67]. Ultimately, because differences in exposure to written
information contribute to differences in knowledge across individuals[68], teachers have a role to play in providing texts to
build knowledge – to build out the neural semantic network. It is not surprising that time spent reading, as in Figure 9, is one
of the best predictors of both reading achievement and general knowledge[e.g., 69,70].

Comprehension

The overall purpose of reading is to make meaningful connections with the text. When readers do not have to effortfully
decode and word recognition happens automatically from memory, it frees resources (like attention and working memory) for
focusing on the meaning of the text; that is, it frees resources for comprehension[e.g., 7,9]. Thus, word-level vocabulary
knowledge, as discussed above, has consequences for text comprehension[e.g., 13,71].

Comprehension is a set of active, interactive, and thoughtful processes by which a reader engages with a text to construct
meaning[e.g., 61,72-74]. Comprehension develops through a dynamic interaction between the reader, the text, and the sociocultural
context[e.g., 75,76]. Readers may read “to learn, to find out information, to be entertained, to reflect, or as religious practice”[49, p. 15].
A reader’s purpose may affect their motivation to read, how much they read, and how widely they read[e.g., 77]. A recipe is read
differently than a comic book, which is read differently than an instructional manual or a romance novel. Good
comprehenders adapt and change their strategies for different kinds of texts and different purposes for reading.

Comprehension processes occur before, during, and after reading – not just at the end of a passage with reading



comprehension questions[e.g., 78]. For example, good readers monitor their comprehension while they are reading, are aware of
how well they understand a text, and use comprehension strategies to support their understanding of the text[e.g., 79,80-83]. These
critical and inferential strategies include using prior knowledge (making use of the semantic system and schema), generating
and answering questions, creating images from descriptions in the text, making predictions about what will come next in the
text, clarifying when understanding falters (for example, by re-reading), and stopping to summarize periodically while
reading[e.g., 51,84]. Learning about these strategies requires only brief instruction, but learning to use them in a purposeful way
while reading requires more extensive practice and support[e.g., 82,85].[6]

[6] It is not necessary to wait until late elementary or middle school to expose children to these comprehension strategies.
Indeed, dialogic reading with preschoolers who are not yet reading models many of these strategies, such as connecting to
prior knowledge, making predictions, asking and answering questions, and stopping to summarize (see the brief in this
series Emergent literacy: building a foundation for learning to read). This approach to reading with very young, pre-reading
children also models that reading involves active interaction between reader and text.

Conclusion, parts 1 and 2

Overall, learning to read involves supporting a child in developing and coordinating many skills, different kinds of knowledge,
and attitudes towards reading. It involves building a brain that can read, cultivating each of the contributing systems and
connecting them to work together in the service of reading. It involves creating a knowledge base. Fundamentally, this
requires experience with words and lots of practice with print, sound, meaning, and their integration. The developmental
process of learning to read begins well before formal schooling and extends throughout the school years and beyond[e.g., 86,87].
In this sense, all teachers are teachers of reading. Finally, that we can learn to read at all is an example of the remarkable
plasticity of the human brain and the capacity of biology to be shaped by culture.
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